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ABSTRACT 
 

Weather forecasting is the process of predicting the status of the atmosphere for certain regions or 
locations by utilizing recent technology. Thousands of years ago, humans tried to foretell the 
weather state in some civilizations by studying the science of stars and astronomy. Realizing the 
weather conditions has a direct impact on many fields, such as commercial, agricultural, airlines, 
etc. With the recent development in technology, especially in the DM and machine learning 
techniques, many researchers proposed weather forecasting prediction systems based on data 
mining classification techniques. In this paper, we utilized neural networks, Naïve Bayes, random 
forest, and K-nearest neighbor algorithms to build weather forecasting prediction models. These 
models classify the unseen data instances to multiple class rain, fog, partly-cloudy day, clear-day 
and cloudy. These model performance for each algorithm has been trained and tested using 
synoptic data from the Kaggle website. This dataset contains (1796) instances and (8) attributes in 
our possession. Comparing with other algorithms, the Random forest algorithm achieved the best 
performance accuracy of 89%. These results indicate the ability of data mining classification 
algorithms to present optimal tools to predict weather forecasting. 
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1. INTRODUCTION  
 
Nowadays, technology has developed a lot, 
especially in the field of Machine Learning (ML), 
which is useful for reducing human work. In the 
field of artificial intelligence, ML integrates 
statistics and computer science to build 
algorithms that get more efficient when they are 
subject to relevant data rather than being given 
specific instructions [1,2]. Data Mining (DM) has 
developed and turned out to be a powerful and 
strong tool because extracting beneficial records 
out of tons of engineering and commercial data, 
the use of multi strategies to analyze data certain 
as much classification and clustering [3,4]. 
Weather prediction is a challenge in meteorology 
that has been a major subject of meteorological 
research [5]. Research on weather prediction has 
been done by various methods which each 
method has deficiencies and advantages [6]. The 
approach in weather prediction can be done by 
an empirical or dynamic method. Short-term 
weather predictions have been using dynamic 
methods which are an analytical approach based 
on the principles of fluid dynamics, while 
empirical methods performed with statistical and 
mathematical approaches are more widely used 
for long-term weather predictions. Both 
approaches have their flaws and advantages        
[7-9]. The use of empirical methods in BMKG for 
short-term weather prediction is not much done 
yet. Related to this, the researchers are 
interested to examine more about how the use of 
empirical methods, especially DM techniques for 
short-term weather prediction [10-12]. 
  
Knowledge discovery from databases (KDD) or 
databases is known as DM (DM), and it focuses 
on data that hasn't already been discovered and 
insight that might be obtained from data [13-15]. 
In comparison to most statistical approaches, 
DM, intriguing phenomena can be found by data 
tasks, such as anomaly detection, association, 
correlation, and classification. The creative 
retrieval of inferred, previously hidden and 
theoretically valuable data from datasets is 
referred to as data mining. data-mining can 
perform various functions: certain functions 
analyze the data and identify a model that works 
with the data [16,17]. Technologies of DM 
embrace idea discovery, explanation, 
classification, forecast, pattern detection, relation 
detection, and separation, and distance 
computation [18]. Researchers in the field of 

meteorology has studied how to get an accurate 
prediction method with DM techniques to build a 
weather prediction model using DM [19].  
 
DM can't automatically generate valuable 
information from a large dataset by itself. Taking 
time to assemble a productive data set, 
evaluating the appropriateness of the data, and 
deciding on the best approach to analyzing it is 
essential [20,21]. Predictive analytics uses 
datasets. Predictive models disclose previously 
hidden trends based on the convergence of 
various datasets, giving you an accurate picture 
in the future  [22,23]. The classification is one of 
the predictive DM tasks and used to find a model 
that describes and distinguishes classes or 
concepts. The weather parameters discussed in 
this study are temp min, temp max, summery, 
desc, cloud cover, visibility, humidity, wind 
speed, using Naïve Bayes, KNN, Random Forest 
and Neural Network algorithm with a good result 
in predicting the weather. 
 
In this research, our four algorithms (KNN, 
Neural Network, Random Forest, and Naïve 
Bayes) were used to analyze meteorological data 
collected from the Kaggle website for developing 
classification Rules for a weather parameter 
through the study interval and for forecasting the 
weather conditions in the future. The objective of 
forecasting weather is those weather changes 
that affect our daily life such as changes in 
maximum and minimum temperature, wind 
speed, humidity and rainfall. 
  

2. LITERATURE REVIEW 
 
In recent years, various researchers have used 
DM techniques in meteorology and weather 
forecasts. The following is a study of the usage 
of various DM techniques in the field of weather 
prediction classification analysis over the last few 
years. 
 
In [24] they proposed that the DM solution which 
applies the Naive Bayes algorithm is the basis for 
the current weather forecast and the C45 
prediction method. when guessing a situation 
Although the results of comparisons between the 
Naïve Bayes, K-Nearest Neighbor, and C45 
classifications of weather forecasting have 
shown that KNN classification is the most 
accurate, Naïve Bayes got 68.77% in the 
calculations. 
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In  [25], the authors improve short-term weather 
forecasting for the model to which weather data 
are trained in the northwestern part of 
Bangladesh, this region, this research studies 
expands on the use of machine learning. 
Extreme machine learning was used to aid 
meteorologists in their weather predictions. 
These seven local weather stations located in the 
length of the northwestern part of Bangladesh 
were used to represent 30 years of temperature, 
wind, and humidity to simulate these three 
variables for this study (BMD). The output of the 
Extreme Learning Model (ELM) is much greater 
than that of an artificial neural network with an 
accuracy of 95%. 
 
In [26] they suggest a method based on historical 
weather parameters to forecast the frequency 
and non-controversy of rainfall in La Trinidad, 
Benguet. The predictive model for the weather 
dataset has been developed with five machine 
learning grade algorithms: Fine Decision Tree, 
Linear Discriminant, K-Nearest Neighbor Course, 
Gaussian Support Vector Machines and Neural 
Networks. The findings of the 5 models show that 
the K-Nearest Neighbor course delivers the best 
value in all test measurements. KNN, the best 
predictor for the prediction of rainfall at La 
Trinidad, Benguet with a reasonable precision of 
81.1%. KNN model assessment course shows 
that the classification of machine learning is 
possible to forecast rainfalls and non-incidents. 
 
In [27] They use LSTM as a basis for the 
implementation of weather forecasting to achieve 
a data-driven prediction model. Furthermore, 
Transudative LSTM (T-LSTM), which uses local 
knowledge to forecast time series, offers 
experiments over two separate timeframes of 
one year. The findings show that T-LSTM 
improves better prediction accuracy. 
 
In [28] There have been experiments and 
comparisons between DM technologies, 
including Naive Bayes (NB), KNN and Decision 
Trees, for predicting various forms of air dust. 
Cairo Airport study data were gathered; 
pressure, temperatures, humidity, wind and wind 
velocity and direction were all the analyzed 
variables within the data. The data has been 
processed in an open software portal for data 
scientific research, machine learning, in-depth 
learning, text mining and predictive analysis. 23 
different models were evaluated with the 
confusion matrix, correlation and root-mean-
square error. The results showed the decision 

tree to define and model data more successfully, 
followed by a classifier theorem from Bayes. 
 
In [13] the Decision Tree, K-NN and Random 
Forest algorithm estimates and the best accuracy 
outcome of those three algorithms suggest a 
straightforward solution to future years' weather 
predictions by using the previous data analyses. 
In everyday uses, weather prediction plays a 
major role and is performed based on 
temperature variations in some areas. The mean 
values, median, confidence values, likelihood 
and the variance between the plots of all three 
algorithm values are calculated from all of these 
algorithms. In this job, they will determine 
whether the temperature goes up or down with 
the use of these equations, whether or not it is a 
rainy day. The results suggest that they are best 
accurate using the Random Forest algorithm. 
 
In [29] they used techniques such as Deep 
Neural Network modelling with optimization to 
forecast rainfall. an examination of results After 
data preprocessing and function extraction, 
model parameter optimization was performed to 
measure the performance of the algorithms. The 
Adam optimizer was used in the optimization, 
which demonstrated that deep neural networks 
outperform machine learning algorithms for 
weather prediction. 
 
In [30] Their research work is carried out using a 
recurrent neural network(RNN) with LSTM 
technique, the model suggested for a weather 
forecasting scheme. The data was trained with 
the LSTM algorithm in the model. The 
experimental findings show that the neural 
network Long-Short Term memory produces 
significant results with high precision amongst 
other weather forecasting techniques. 
 
In [31] The authors used three algorithms to 
forecast rain: Naive Bayes, K-Nearest Neighbors, 
and Classification Tree, along with validation 
parameters such as the Confusion Matrix, ROC 
curves, and Brier Score. The input data collection 
consists of synoptic data from Kemayoran 
Meteorological Station, Jakarta (96745) over ten 
years (2006 - 2015), and it contains 3528 
datasets and eight attributes. Following a 
sequence of data analysis, collection, and model 
testing, it was determined that the Naive Bayes 
Algorithm has the highest accuracy rate of 77.1% 
in the category of equal classification, indicating 
that it has considerable potential for practical 
use. 
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In [32] aims to solve weather problems by 
developing a rain model based on more 
complete and plentiful rainfall data in Indonesia. 
The study compares and contrasts four DM 
techniques: C4.5/J48, Random Forest (RF), 
Naive Bayes (NB), and Multilayer Perceptron 
(MLP). The experimental findings demonstrated 
that the MLP and J48 algorithms are capable of 
providing the highest level of precision (up to 
78,4%). 
 

3. METHODOLOGY 
 
In this section, we focused on building, training 
and testing the proposed weather forecasting 
prediction system based on the four DM 
classification techniques. In addition, we 
presented a clear explanation about the utilized 
dataset and the tools that are used for model 
building. 
 

3.1 Dataset 
 

In this research, we used a dataset for weather 
forecasting which is taken from the Kaggle 
website, because it supplies many different 
datasets so, it is a common source for many 
datasets. In our research the weather forecasting 
dataset consists of 1796 objects and 8 variables 
for prediction, the dataset features are: 
 

 temp min 
 temp max 
 summery 
 desc 
 cloud cover  
 visibility 
 humidity 
 wind speed 

 

The (desc) variable is the target value for the 
dataset which consists of values such as (fog, 
partly-cloudy-day, rain, clear-day and cloudy) 
without gaps in the results. So, the dataset 
contains 769 rain records, 566 partly-cloudy-day 
records, 210 clear-day records and 68 cloudy 
records for weather prediction as Table 1. 
 

3.2 The Proposed Algorithms 
 

3.2.1 Naïve Bayes 
 

Naïve Bayes is a wonderful general-learning 
algorithm for all fields of machine-learning and 
data analysis. the Naïve Bayes' presumption of 
attribute freedom is bad for business (no attribute 
linkage). In most cases, we assume that our 
attributes are independent of each other, but in a 

few, the output of the Naïve Bayes classification 
is higher than others indicate [33,34]. The 
prediction of Naïve Bayes is based on the Bayes 
theorem with the following classification format 
[35,36]: 
 

𝒑(𝒚|𝒙) =
𝒑(𝒚)𝜫ⅈ=𝟏

𝒒
 𝒑(𝝌ⅈ|𝒚)

𝒑(𝒙)
            (1) 

 

While Naïve Bayes with continuous features has 
a formula: 
 

     𝒑(𝒚|𝒙) =
𝟏

√𝟐𝝅𝝈
𝒆𝒙𝒑

−(𝒙−µ)𝟐

𝟐𝝈𝟐             (2) 

 

Where 𝑃 (𝑌 ǀ 𝑋) refers to the data probability with 
X vector on Y class and (𝑌) is the Initial 

probability for Y Class, 𝜫ⅈ=𝟏
𝒒

 𝒑(𝝌ⅈ|𝒚)  is the 

Independent probability of Y class from all 
features from X vector, µ is the mean value of 
the attribute with continue features and σ is the 
standard deviation. 
 

3.2.2 K-Nearest Neighbor (KNN)  
 

KNN method is a Machine Learning algorithm 
that is considered as a simple method to be 
applied in data analysis with many dimensions 
[37,38]. Although this method is simple, this 
method has advantages compared to other 
methods, which can generalize a relatively small 
set of training data [39-41]. The k-nearest 
neighbour (KNN) method is a classifying 
approach that is nearest to the object based on 
learning results. Learning data is projected into a 
multi-dimensional space in which each 
dimension depicts data characteristics [42]. This 
room is split into parts depending on the study 
data graduation. One point in this area is labelled 
as class c when class c is the most commonly 
used in the nearest k of the dot. Near or distant 
neighbours are normally measured based on the 
following equations on Euclidean distances [43]: 

 
Untu𝒑 = (𝒑𝟏,𝒑𝟐,……..,𝒑𝒏  )𝒅𝒂𝒏 𝑸 = (𝒒𝟏,𝒒𝟐,…..,𝒒𝒏 )  (3) 

  
𝑱𝒂𝒓𝒂𝒌 =

√(𝒑𝟏 − 𝒒𝟐)𝟐 + (𝒑𝟐 − 𝒒𝟐)𝟐 + ⋯ + (𝒑𝒏 − 𝒒𝒏)𝟐      (4) 

 

𝑱𝒂𝒓𝒂𝒌 = √∑ (𝒑�̇� − 𝒒ⅈ)
𝟐𝒏

ⅈ=𝟏                       (5) 

 
3.2.3 Neural Network 
 

A neural network is a system that models the 
way the brain functions Neural Networks are 
equipped to contribute to a given goal outcome 
by a specific input [44]. The network is balanced 
according to a comparison of the output and the 
aim before the output is near the goal. Different 
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types of networking architecture are available: 
single layer transmission networks, several layer 
transmissions networks, recurring networks etc. 
ANN is an alternative method to efficiently predict 
time series. [45,46]. For modelling and predicting 
complicated time series, ANN may be used for 
researchers in many time series applications, 
such as seasonal prevision [18], Weather 
forecasting, prediction of electric demand, air 
emissions, etc. In precipitation modelling, 
artificial neural networks were used for various 
network configurations [18,47]. The network was 
educated using the algorithm for the propagation 
of errors in various hidden layers. Exhaustive 
simulation determined optimal parameters 
[48,49]. The work has been monitored to provide 
the optimal response to the network. The input 
data were introduced to the network and then 
adjusted to change the neurons' weights to 
predict with desired precision the next point in 
the input data. This is done using a preview of 
the input data to train the network. The qualified 
network has been used to forecast a point in the 
test series. After a variety of simulations, learning 
rate and momentum have been set [50,51]. 

 
3.2.4 Random forest  

 
All the decision trees (decision graphs) trees are 
combined into a single model that determines the 
prediction value and has its results divided into a 
few distinct trees by applying the join function of 
all of the individual trees [52-54]. This algorithm 
eliminates the data's overfitting problem and 
trains the data quickly using test data. individual 
decision trees were used to generate the 
bootstrap samples. As a consequence, we use 
the random forest function algorithm to generate 
results from the dataset. 

 
3.3 Orange Tools 

 
Nowadays, data science made it easy to test and 
evaluate models using an open-source machine 
learning software called Orange [31]. So, Orange 
is a component-based DM software. It includes a 
range of data visualization, exploration, 
preprocessing and modelling techniques. It can 
be used through a nice and intuitive user 
interface or, for more advanced users, as a 
module for the Python programming language. 

 
In this study, we used two evaluation tools 
(Confusion Matrix and Roc Analysis) as in Fig.1 
and we will discuss the two evaluation tools in 
the next section.  

4. RESULTS AND DISCUSSION 
 

In general, the process of making a model using 
the Random forest, Naïve Bayes, k-Nearest 
Neighbor and Neural Network algorithms looks 
like in Fig. 1. 
 

When we process synoptic weather data using 
four classifiers, Random Forest, Naïve Bayes, 
Neural Network and k-NN, the resulting surface 
analysis (depth) is supposed the most accurate. 
Any input data will evaluate the performance 
model of each approach to determine the 
model's dependability Furthermore, the test 
results are compared to determine which 
algorithm has the highest accuracy, allowing the 
best algorithm to be calculated.  
 

4.1 Confusion Matrix  
 

The confusion matrix test aims to determine the 
precision, recall, accuracy and et of the test 
results. The 10-fold Cross-Validation approach 
was used to calculate the precision and Area 
Under Curve (AUC) of the determination. The 
following are the outcomes of each algorithm's 
tests: 
 

The result of the Random Forest algorithm in the 
Table 1 Train time = 59%, AUC = 97%, CA = 
89%, F1 = 89%, Precision = 89%, Recall = 89% 
and Specificity = 94%. Based on the results in 
Table 2 and Table 3, it can be seen that the level 
of accuracy using the Random Forest is 89% that 
has the best accuracy than other algorithms with 
the number of rain prediction 1145 dataset from 
the total amount of data tested that is 1796 
datasets. 
 

The second algorithm Neural Network in the 
Table 2 Train time = 190%, AUC = 49%, CA = 
21%, F1 = 15%, Precision = 13%, Recall = 21% 
and Specificity = 78%. Based on the results in 
Table 2 and Table 3, it can be seen that the level 
of accuracy using the Neural Network is 21% that 
has the lowest accuracy than other algorithms 
with the number of rain prediction 520 dataset 
from the total amount of data tested that is 1796 
datasets. Also, where the results of Naïve Bayes 
showed in the Table 2 Train time = 10%, AUC = 
91%, CA = 60%, F1 = 70%, Precision = 86%, 
Recall = 60% and Specificity = 96%. Based on 
the results in Table 2 and Table 3, it can be seen 
that the level of accuracy using the Naïve Bayes 
is 60% and the level of training time is 10% so it 
takes less time for the training model than 
another algorithm with the number of rain 
prediction 650 dataset from the total amount of 
data tested that is 1796 datasets. 
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Table 1. Dataset instances samples 
 

No Temp  
Min 

Temp Max Summary Desc Cloud 
Cover 

Humidity Wind 
Speed 

Visibility 

1 7.53 12.23 Possible light rain until evening. rain 0.8 0.89 14.69 4.43 
2 3.58 7.15 Possible light rain throughout the day. rain 0.62 0.79 15.04 5.64 
3 -0.61 6.54 Clear throughout the day. rain 0.31 0.84 4.48 6.2 
4 -0.63 7.59 Mostly cloudy throughout the day. partly-cloudy-day 0.78 0.85 4.35 6.22 
5 6.51 10.43 Overcast throughout the day. partly-cloudy-day 0.85 0.91 6.2 5.91 
6 3.66 9.95 Possible light rain in the morning and afternoon. rain 0.63 0.88 8.7 5.93 
7 0.88 5.19 Partly cloudy throughout the day. rain 0.68 0.83 11.19 6.22 
8 1.39 7.52 Possible light rain starting in the afternoon. rain 0.61 0.85 12.23 5.48 
9 4.17 7.85 Possible light rain in the afternoon and evening. rain 0.78 0.78 22.37 5.75 
10 0.68 4.11 Foggy in the afternoon. partly-cloudy-day 0.52 0.82 9.64 5.79 
11 -2.49 2.43 Possible drizzle in the morning and afternoon. rain 0.53 0.92 3.59 5.84 
12 -2.45 3.9 Clear throughout the day. partly-cloudy-day 0.37 0.81 4.13 5.7 
13 -4.74 1.04 Clear throughout the day. clear-day 0.13 0.85 2.13 6.22 
14 0.11 3.95 Foggy until morning, starting again in the evening. fog 0.88 0.93 1.14 1.99 
15 -2.88 1.58 Mostly cloudy throughout the day. partly-cloudy-day 0.72 0.87 1.62 4.08 
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The last results of KNN algorithms showed in the 
Table 2 Train time = 56%, AUC = 68%, CA = 
53%, F1 = 53%, Precision = 52%, Recall = 53% 
and Specificity = 73%. Based on the results in 
Table 2 and Table 3, it can be seen that the level 
of accuracy using the KNN is 53% with the 
number of rain prediction 814 dataset from the 
total amount of data tested that is 1796 datasets. 
 

The test results discover the precision, recall, 
accuracy, and AUC values for each experiment. 
The precision value of all tests is highest in the 
Random Forest algorithm which is 89%, where 
the lowest precision value is in the Neural 
Network algorithm which is 13%. The Recall 
value is the highest of all tests is in the Random 
Forest algorithm which is 21%, where the lowest 
Recall value is in the k-NN algorithm which is 
72.3%. The highest F1 is in the Random Forest 
which is 89%. While the lowest F1 is in the 
Neural Network which is 15%. 
 

Classifier accuracy metrics, or classification 
accuracy values, are the percentage of data 
records correctly categorized by an algorithm 
after performing a test on the classification 
results. Accuracy can also be characterized as 
the degree to which the predicted value is similar 
to the actual value. Where the highest or best 
accuracy is in the Random Forest this indicates 
that the algorithm is very good performance for 
predicting the weather. followed by the Naïve 
Bayes at 86% test results and the last algorithm 

KNN at test results 53%. The four algorithms 
have an equation that is accurate enough to be 
used for the prediction of weather. 
 

The objective of the Precision is used to compare 
(True Positive (TP) and False Positive (FP)) 
entities. It can be measured in the following 
manner: 
 

Precision =
𝑻𝑷

(𝑻𝑷+𝑭𝑷)
                        (6) 

 

(TP) is used for entities that are correctly 
categorized, while (FP) is used for entities that 
are incorrectly classified. 
The recall is used to compare True Positive 
entities to False Negative entities (FN) that are 
not labelled at all. It can be measured in the 
following manner: 
 

Recall =
𝑻𝑷

(𝑻𝑷+𝑭𝑵)
                                     (7) 

 

There may come a point where output estimation 
with recall and precision is no longer possible; for 
example, if one DM method has a higher 
Precision but a lower Recall than another, the 
issue of which algorithm is better emerges. The 
solution to this problem is to use the F-measure, 
which takes the precision and recall values and 
averages them. The F-measure can be 

calculated as follows: 
 

     F-measure=
𝑷𝒓𝒆𝒄ⅈ𝒔ⅈ𝒐𝒏∗ 𝑹𝒆𝒄𝒂𝒍𝒍∗𝟐

(𝑷𝒓𝒆𝒄ⅈ𝒔ⅈ𝒐𝒏+𝑹𝒆𝒄𝒂𝒍𝒍)
                 (8) 

 

 

Fig. 1. The classification process of DM software (Orange Ver 3.28.0) 
 

Table 2. Classifiers Weighted Average Detailed Accuracy 
 

Model Train 
time[s] 

AUC CA F1 Precision Recall Specificity 

Random Forest 59% 97% 89% 89% 89% 89% 94% 
Neural Network 190% 49% 21% 15% 13% 21% 78% 
Naive Bayes 10% 91% 60% 70% 86% 60% 96% 
KNN 56% 68% 53% 53% 52% 53% 73% 
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Table 3. Confusion Matrix of Five Algorithms 

 
In the case of the AUC (Area under the ROC 
Curve), all potential classification levels are 
considered. AUC can be seen in many ways. 
One way is to think about the likelihood that the 
model would score a random positive example 
higher than a random negative example. Where 
Specificity (True Negative Rate) quantifies the 
proportion of accurately defined negatives (i.e., 
the proportion of those that may not have the 
disease (unaffected) that are correctly identified 
as not having the Accuracy. 
The AC of a classifier is expressed as a 
percentage of accurate predictions divided by the 
total number of instances. In other words, if the 
classifier is given a reasonable mark for a given 
level of precision, it will classify all of the data 
that does not yet have a corresponding name. 
 

4.2 ROC Analysis 
 
The ROC curve shows precision and visually 
compares the rating. ROC exhibits a matrix of 
uncertainty. ROC is a 2D graph with true 
positives as vertical lines and false positives as 
horizontal lines. Another method to determine the 
discriminant strength of the four algorithms is by 

calculating the ROC Curve. Fig. 2 displays the 
ROC curve study results. 
 
Based on Fig. 2 it is known that the curve has a 
shape that tends towards the Y line where the 
whole curve is above the dashed line. The closer 
the ROC curve is to the Y line (0.1), the better 
the model predicts the weather. To make sure 
the analysis can be seen from the AUC table. 
The value of AUC (area under the curve) will 
usually be at 0.5 and 1. If the value of the AUC 
approximation 1, the model is more accurate. 
The highest result of AUC value is in the 
Random Forest algorithm with a value of 97%, 
Naïve Bayes 91%, k-NN 68% and Neural 
Network with the lowest value of 49%. The 
(AUC) ROC curve for the four algorithms is 
shown in Table 2. 
 
The test results showed for the area under the 
curve (AUC) value of the Naïve Bayes, k-NN, 
Neural Network and Random Forest algorithms 
can be seen in Table 2 with a fair classification 
level which means that the accuracy of the model 
is good enough so that these four algorithms can 
be used for weather forecasting. 

         

           A. KNN                                                                                                           B. Naïve Bay es 

 

C. Random forest                                                                     D. Neural network 
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Fig. 2. Roc Analysis of (KNN, Naïve Bayes, Random Forest, Neural Network) 
 

5. CONCLUSION 
 

The following conclusions can be drawn from 
research on short-term weather prediction using 
a classification algorithm for rain prediction 
based on probabilistic supervised learning with 
Confusion Matrix, ROC curve analysis and 
Receiver Operating Characteristic test 
parameters: 
 

 The four algorithms can be applied to 
weather data with a good category, 
based on the test results of the two 
parameters namely Confusion Matrix and 
ROC curve. 

 The classification algorithms Comparison 
that is Naïve Bayes, k-NN, Random 
Forest and Neural Network test results 
show that the Random Forest has the 
best predictive probability for the 
weather, that its values are precision 
89%, recall 89%, accuracy 89%, AUC 
(area under the curve) 97% and Training 
Time 59%. So, the Random Forest 
algorithm is quite the potential to be used 
practically. 
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