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Abstract

The knowledge about the current and future electricity delsiés necessary and much useful in planning
and decision making for giving proper electricity supply. Ttigdy aimed to identify the pattern and|to
model the sector-wise electricity demand. Sector-Wisenestic, industrial and commercial) electrigity
demands from 1970 to 2015, were collected from central bank ampaats. The series of second orger
differences of demand in each sector, which showed stadtygnaras modelled by using Vector
Autoregressive (VAR) models.
VAR model of order 3 (VAR(3)) could explain the behaviousefies of second order differences. This
model showed 85% of minimum accuracy in prediction. Themald be seen an increasing trend| of
demand in all the sectors. Up to late part of 80's, a lineard could be observed in each sector.
Demands in domestic and commercial sectors were atmdstame up to around 1988. After year 1988,
the demand in domestic sector was higher than the demand mecoial sector. Up to about 2000,
demand from industrial sector was higher than the other éwstors. During the period from 2000 fo
2006, demand of domestic and industrial were almost the same. tBu2@06, demand in domesiic
sector has gone up than the demand in industrial sector.
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1 Introduction

Among the many energy sources, electricity plays a majerinoSri Lanka. Several institutes such as
Ceylon Electricity Board (CEB), Lanka Electricity Compaftpvt) limited (LECO), are supplying the
electricity. For the generation of electricity, seVesaurces such abermal power, hydro power, and other
non-conventional renewable enerdpofnass, solar, wind, tidal, biofuel, ocean wave) are Uslkedtricity is
mostly generated by using the hydro power. Both advantagkslisadvantages are associated with these
sources in terms of aspects such as initial cost, nmainte cost, space, etc.

Demand for electricity change with time based on some &htors like population growth, development in
industrial, commercial and social sectors. For a beteetrdity supply, advance knowledge on future
electricity demand is much important. Forecasting probefss to obtain necessary information in advance
by making planning and decision making easy. David [1} btated that “Forecasts are educated
assumptions about future trends and events”. According tmirDand Ozsoy [2], forecasting is a
complicated process as the factors such as technologitcaldtion, cultural changes, changing social
values, unstable economic conditions, new product, stronger dtrgdmproved services, etc. According
to Dahl [3], the demand for energy and products related tayene studied more than any other factor.
There are different models for forecasting and theaueacies are depending on the situations and data
considered.

Jayatissa [4] has modelled electricity demand in both dbenand industrial sectors separately by using
several models based on ordinary least squares method. Idelleased data of 178 house hold consumers
from January 1993 to December 1993 for short run analysisnardhly data from February 1980 to
October 1993 for long run analysis of electricity demandomestic sector. It has been found that demand
in domestic sector is neither income nor price elastlzoth short and long run. For the analysis of demand
in industrial sector, he has used annual data from 1971 dr®found that demand in industrial sector is
neither output nor price elastic in the short or long run.

Ruwanthi and Wickremasinghe [5] have modelled the sed® electricity demand in Sri Lanka by using
multivariate regression approaches. As the resporeim of demand has been used while log forms of
price of electricity, price of kerosene and income lesfetonsumers have been used as the exploratory
factors. Morimoto and Hope [6] have modelled the refeghip between electricity supply and GDP by
using Granger causality analysis with the purpose of iigerg impact of electricity supply on economic
growth in Sri Lanka. According to this analysis, changeléatricity supply affects changes in GDP.

Amarawickrama and Hunt [7] have studied electricity dednign Sri Lanka by using annual data over the
period 1970-2003. Per capita electricity demand has been eadsfl using per capita gross domestic
product (GDP), real electricity price, and underlyimgy demand trend (UEDT). Log form of all these
variables have been used in the models. They have tégteddintegration methods which are used in
econometric, namely Static Engle and Granger methati¢SEG), Dynamic Engle and Granger method
(Dynamic EG), fully modified ordinary least squarestmoel (FMOLS), Pesaran, Shin and Smith method
(PSS), Johansen method, and structural time series m@&m&d). It has been found that underline demand
trend varies between the different techniques ranging fregative values to positive values. Further, it has
been stated that there is a wide range in the long-iiua and income elasticities with the estimated long-
run income elasticity (ranging from 1.0 to 2.0) and the lamgprice elasticity (from 0 to —0.06).

Fatai, Oxley and Scrimgeour [8], has modelled the demandiéctricity in New Zealand, by using Engle-
Granger’s error correction model (ECM), and the autesgjve distributed lag regression approaches
(ARDL). Abraham and Nath [9] have compared the performsiraf neuro-fuzzy approach (an evolving
fuzzy neural network and artificial neural network) and -Berkins autoregressive integrated moving
average (ARIMA) approach in modeling electricity demandhe state of Victoria, Australia. Monthly
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electricity consumption in Pakistan has been analyzedasyneen and Sharif [10], by using both linear and
nonlinear modeling techniques including ARIMA, Seasonal ARINSARIMA) and autoregressive
conditional heteroscedastic (ARCH) and generalized auessige conditional heteroscedasticity
(GARCH) models.

Jorgensen and Joutz [11] have analyzed the demand for tediééactricity of the U.S. mountain region to
see how electricity prices and weather conditions afféettrecity consumption and greenhouse gas
emission. Electricity demand has been modelled by using pfieéectricity, personal income, number of
households, price of natural gas and weather. Weathduigton of heating and cooling days. Conditional
vector equilibrium correction model and VAR models have beeth fasanodeling the demand.

Electricity demand in Sri Lanka is mainly dependent oedhsectors namely commercial, industrial and
domestic. Analyzing sector wise demand separately is nisadide because these components tend to be
correlated each other. Even though, there is a possibilapdtyze the total demand, it also will lose some
important information. Therefore, in this study, seat@se electricity demands were modelled together by
taking their inter correlation structure into considerationméltivariate technique called Vector Auto
Regressive (VAR) model was used for modelling thests&dse demands.

2 M ethodology

Sector-wise (domestic, commercial and industrial) éttrdemand (in GWh) from 1970 to 2015 were
collected from central bank annual reports. For the pegpof model fitting, data from 1970 to 2010 were
used, while the data from 2011 to 2015 were used for testingdturacy of forecast of the fitted model.
Correlations of electricity demands among these thretorsewere analysed first. They were highly
positively correlated each other. Therefore, following VAkbdel of order p, which consists of 3

endogenous variablg = (Y, , Yo, Y ) Wherey,, : demand in domestic sector at time Y, : demand in

commercial sector at time ¥/, : demand in industrial sector at time t,

Yi= AYia T ALYt ALY T U

was used to model electricity demand from each sectore, HA are (3*3) coefficient matrices for

i =12,.....,pandu,is a white noise.

Stationarity of each series of electricity demand wakbd by using graphical methods (time series plot,
auto correlation function (ACF), and partial auto correfatiunction (PACF)) and Augmented-Dickey
Fuller unit root test (ADF) with the hypothesis:

Ho: Series need to be differenced to make it stationesy H: Series is stationary.

Since, graphs and ADF test indicated that all the serées not stationary, each series was made stationary
by taking differences of demands in adjacent years. Thessarsecond order differences of demand in each
sector was stationary. Then, order of the VAR model welected by using four criterias: Akaike
Information criteria (AIC); Hannan-Quinn information terion (HQC); Schwarz information criterion
(SIC); and forecast prediction error (FPE). AIC and FRP&posed order 3 while HQC and SC proposed
order 1. According to the orders suggested by those csit&fisR models of order 1 (VAR(1)) and order 3
(VAR (3)) were fitted. Based on the validity of thesasptions and forecasting performances, model
VAR(3) was selected as the best model.

Normality of the residuals was tested with the null hypsiththat residuals are normally distributed against
the alternative hypothesis that residuals are not nbrrdatributed, by using Jarque-Bera (JB) normality
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test. Assumption of constant variance of residuals wagsltesteising multivariate ARCH test with the null
hypothesis of constant variance. Portmanteau teshanBreusch-Godfrey LM (BG LM) tests were used for
testing serial correlation of residuals. In that the hypiothesis was that residuals are not serially el
Stability of the fitted model was tested by using ACF BACF of squared residuals.

3 Results and Discussion

The plots of series of electricity demand in eachaeate given in Fig. 1. It clearly shows how the demand
in each sector varies with time. There can be seen agasiog trend of demand in each sector. Up to late
part of 80’s (1988) a linear trend can be observed in sactor. Demands in domestic and commercial
sectors were almost the same up to around 1988.

= Domestic
£ Commercial
Industrial

3000

2000

Demand(in mw)

1000

Fig. 1. Plot of series of demand in each sector

During the period from 1970 to 1988, demand in domestitoséas gone up from 62 GWh to 405 GWh

with an average rate of 19 Gwh per year, while the denramdmmercial sector has increased from 87
GWh to 443 Gwh with a rate similar to domestic sector. Dehiarindustrial sector has changed from 332

GWh to 905 GWh with a rate of 31 GWh per year. Duringghgod from 1889 to 2010, the demand in

domestic sector was higher than the demand in commerctal saxl it has reached up to 3696 GWh and
demand in commercial sector has exceeded 2260 GWh. Up to20@tdemand in industrial sector was

higher than the other two sectors. During the period fron® 202006, demands in domestic and industrial
sectors were almost the same. But after 2006, demand iaestiorsector has gone up than the demand in
industrial sector. By 2015, demands in sectors domesiiomercial and industrial have exceeded 4500
GWh, 3170 GWh, and 3870 GWh respectively.

Figures in Table 1, explain the correlations struguwikedemands among these three sectors. Between each
pair of sector, a strong positive correlation can bens&uwanthi and Wickremasinghe [5] also have
recorded positive strong correlations for pairs of éheesctors.

Table 1. Correlation structure among three sector s

Domestic Commercial Industrial
Domestic 1 0.985591 0.988442
Commercial 0.9855918 1 0.9724111
Industrial 0.9884421 0.9724111 1

Results of the ADF test for stationarity of series@fond order differences of demand are given in Table 2.
P-values of ADF test for each series are lesser thasignificance level of 0.05 assumed. This implies th
series of second order differences are stationary.
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Table 2. Results of ADF test

Variable Test value P-value
Domestic -4.746¢ <0.01
Commercial -4.9141 <0.01
Industria -5.745! <0.01

Coefficients of the fitted VAR(3) model for the sexief second order differences, are given in Table 3
below.

Table 3. Coefficients of fitted VAR(3) model

Independent variable Dependent variables
Dif2Domestic Dif2Commercial Dif2Industrial
Dif2Domestic.I1 -0.5662 -0.1223 0.1139
(0.0408%) (0.5366) (0.6932)
Dif2Commercial.l1 -0.2747 -0.6824 0.2891
(0.4569) (0.0176%) (0.4701)
Dif2Industrial.l1 -0.0106 -0.1116 -0.8760
(0.9492) (0.3723) (4.31E-05%)
Dif2Domestic.I2 -0.7120 0.0930 -0.4671
(0.0833) (0.7538) (0.2862)
Dif2Commercial.l2 0.6522 -0.2320 0.4262
(0.1038) (0.4262) (0.3192)
Dif2Industrial.l2 -0.2295 -0.2182 -0.5058
(0.2965) (0.1837) (0.0395%)
Dif2Domestic.I3 -0.9186 -0.3791 -0.4315
(0.0200%) (0.1801) (0.2936)
Dif2Commercial.l3 0.6591 0.0746 1.0626
(0.0888) (0.7895) (0.0141%)
Dif2Industrial.I3 0.0797 -0.0847 -0.2379
(0.6775) (0.5523) (0.2577)

The asterisk (*) mark indicates that the correspondindfic@t is significant at 0.05 significance level.
The significance of coefficients were tested with the hypothesis that coefficient is zero against the
alternative hypothesis that coefficient is not zero. okding to the values of coefficients in Table 3, it is
clear that series of second order differences of domestiadd depend only on its first and third lags. In
case of demand of commercial sector, differencei@s@f demand of commercial sector is dependent on
commercial sector at lag 1. Series of second ordéerdifces of demand in industrial sector depend on
industrial sector at lag 1 and lag 2 and commercial sectag 8.

Demand for electricity depend on its’ past demand as wedbae other factors. Adom, Bekoe and Akoena
[12] have identified factors affecting aggregate doroesictricity demand in Ghana based on data in the
period from 1975 to 2005 by using ARDL bounds cointegratiqgrageh. It has been found that real per

capita GDP, industry efficiency, structural changes in ttenemy, and degree of urbanization are the
factors affecting long-rung demand while factors real gapita GDP, industry efficiency, and degree of

urbanization affect demand in short-run.

The JB-test confirmed the normality of residuals wittP-&alue of 0.06751. Assumption of constant
variance of residuals was tested by using multivariate ARESt. It confirmed the constant variance of
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residuals P-value was 0.364). Portmanteau test and the Breusch-Gdd¥#ef8G LM) test gaveP-values
of size 0.5653 and 0.09399 respectively. Both tests confirmedreékiduals are not serially correlated at
0.05 significance level.

Diagram of fit and residuals for Dif2ZDomestic
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Diagram of fit and residuals for Dif2Industrial
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Fig. 2. Plot of fitted values and actual valueswith relevant ACF and PACF

Fig. 2 above shows the actual values of series of semaled differences and fitted values for them based
on VAR(3) model. It can be seen that fitted values areeclustheir actual values. This plot gives evidence
for goodness of the fitted model.
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It can be seen that forecasted demands are closer tat¢het demand. Forecasting absolute errors are low
in most of years. In 2013, forecasting error is higherdimmestic and commercial sectors compared with
other forecasting errors. These forecasting erdss@nfirmed the suitability of the fitted VAR(3) model.

The stability of the fitted model was tested with theFAand PACF of squared residuals which are given in
Fig. 3. All auto correlations and partial auto correlatiares within the 95% confidence interval. It implies
the stability of fitted model.

Forecasted demands for the period from 2011 to 2015 are igivEable 4 below with their absolute error
percentages.

Table 4. Forecasted demand and error percentages

Y ear Actual demand Forecasted demand Absolute forecasting error %
Dom. Com. Ind. Dom. Com. Ind. Dom. Com. Ind.

2011 3953 2495 3363 4030.21 2606.82  2829.57 1.95 4.48 15.86

2012 4115 2614 3522 3900.75 2535.93 3691.87 521 2.99 4.82

2013 4101 2737 3591 4761.04  3025.59  3393.28 16.09 10.54 5,51

2014 4112 2986 3750 4213.18 2812.34 411539  2.46 5.82 9.74

2015 4508 3178 3872 4666.55 3435.50 3313.22 3.52 8.10 14.43

4 Conclusions

There can be seen an increasing trend in demand fdrigtgcin domestic, commercial and industrial
sectors of Sri Lanka. But, degree of trend also hasgelthduring the period considered. Up to around 1988,
demands in domestic and commercial sectors were allmostame, while the demand in industrial sector
was higher than that of the demand in other two sectoiagdtine period up to 2000. After 1988, the
demand in domestic sector was higher than the demand in corahsector. During the period from 2000
to 2006, demands in domestic and industrial sectors alenest the same. But after 2006, demand in
domestic sector has gone up than the demand in industriar.séodel VAR (3) could explain the
fluctuation in demand for electricity in Sri Lanka, wahminimum of 85% of accuracy in forecasting.
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